
Using observations of deep convective systems to constrain

atmospheric column absorption of solar radiation in the

optically thick limit

Xiquan Dong,1 Bruce A. Wielicki,2 Baike Xi,1 Yongxiang Hu,2 Gerald G. Mace,3

Sally Benson,3 Fred Rose,4 Seiji Kato,2 Thomas Charlock,2 and Patrick Minnis2

Received 28 December 2007; revised 28 December 2007; accepted 31 January 2008; published 21 May 2008.

[1] Atmospheric column absorption of solar radiation (Acol) is a fundamental part of the
Earth’s energy cycle but is an extremely difficult quantity to measure directly. To
investigate Acol, we have collocated satellite-surface observations for the optically thick
Deep Convective Systems (DCS) at the Department of Energy Atmosphere Radiation
Measurement (ARM) Tropical Western Pacific (TWP) and Southern Great Plains (SGP)
sites during the period of March 2000–December 2004. The surface data were averaged
over a 2-h interval centered at the time of the satellite overpass, and the satellite data
were averaged within a 1� � 1� area centered on the ARM sites. In the DCS, cloud particle
size is important for top-of-atmosphere (TOA) albedo and Acol although the surface
absorption is independent of cloud particle size. In this study, we find that the Acol in the
tropics is �0.011 more than that in the middle latitudes. This difference, however,
disappears, i.e., the Acol values at both regions converge to the same value (�0.27 of the
total incoming solar radiation) in the optically thick limit (t > 80). Comparing the
observations with the NASA Langley modified Fu_Liou 2-stream radiative transfer model
for optically thick cases, the difference between observed and model-calculated surface
absorption, on average, is less than 0.01, but the model-calculated TOA albedo and Acol

differ by 0.01 to 0.04, depending primarily on the cloud particle size observation used.
The model versus observation discrepancies found are smaller than many previous studies
and are just within the estimated error bounds. We did not find evidence for a large cloud
absorption anomaly for the optically thick limit of extensive ice cloud layers. A more
modest cloud absorption difference of 0.01 to 0.04 cannot yet be ruled out. The remaining
uncertainty could be reduced with additional cases, and by reducing the current
uncertainty in cloud particle size.
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1. Introduction

[2] In the last few decades, our knowledge of the radia-
tion budget of the Earth-atmosphere system has been
improved substantially with the advent of satellite observa-
tions from the Earth Radiation Budget Experiment (ERBE)
[see Barkstrom, 1984] of the 1980s to the recent Clouds and
the Earth’s Radiant Energy System (CERES) [see Wielicki
et al., 1996, 1998]. The Earth-atmosphere system absorbs
�70% of the solar energy incident at the top of atmosphere

(TOA), partly by the surface and partly by the atmospheric
column. The absorption of solar energy in the atmosphere
plays a key role in the Earth’s climate system, not only
because it affects the amount of solar energy absorbed by
the Earth system, but also because it changes the vertical
distribution of absorbed energy, which in turn impacts
surface evaporation, atmospheric convection and precipita-
tion. Unfortunately, atmospheric column absorption is an
extremely difficult quantity to observe directly. It requires
observations of radiation at the surface of the Earth with
corresponding matched observations at the top of the
atmosphere. The space and time matching of such observa-
tions is inherently difficult, especially for cloudy conditions
which are highly variable in space and time [e.g., Stephens
and Tsay, 1990]. Reliable modeling of the atmospheric
column absorption requires not only an accurate radiative
transfer model, but accurate cloud physical and optical
properties as input to the model.
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[3] The difference between observed and model-calculated
cloud absorption of solar radiation is referred to as the cloud
absorption anomaly (CAA). Stephens and Tsay [1990]
reviewed and summarized various reasons, such as cloud
inhomogeneities and microphysical properties, to explain
CAA. CAA became a larger issue with the publication of
three articles in 1995 [Cess et al., 1995; Ramanathan et al.,
1995; Pilewskie and Valero, 1995] which argued that the
observed cloud absorption is about 40% larger than the
radiative transfer model calculations. Li et al. [1999] sum-
marized mechanisms to explain the reported large anoma-
lous absorption, including the effects of inhomogeneous
clouds, large cloud droplets, aerosols, water vapor dimers,
continuum absorption, and use of inaccurate radiative
parameterizations, but they were not able to account for
the estimated global averaged CAA of �25�30 Wm�2 in
the Cess et al. [1995] study. To further investigate the CAA,
the Department of Energy sponsored the Atmospheric
Radiation Measurement [ARM, Ackerman and Stokes,
2003] Enhanced Shortwave Experiment (ARESE) at the
ARM Southern Great Plains (SGP, 36.61�N, 97.49�W) site
during September–October 1994. The initial analyses of a
subset of the ARESE data revealed an even larger cloud
absorption [Valero et al., 1997; Zender et al., 1997], �0.37
of the total incoming solar radiation, which could not be
explained by current existing radiative transfer theory
[Ackerman et al., 2003]. Later analyses of the ARESE
data indicated that the overestimated cloud absorption in the
Valero et al. [1997] and Zender et al. [1997] studies might
be due to contaminated aircraft data [Valero et al., 2000;
Ackerman et al., 2003; Li et al., 1999].
[4] Given the uncertain situation after the ARESE, ARM

hosted a second field experiment (ARESE II) at the ARM
SGP site during March 2000 to further investigate physical
processes of the CAA. Ackerman et al. [2003] used more
complete surface and aircraft in situ measurements in state-
of-the-art radiative transfer model calculations during the
ARESE II, concluding that the model-calculated column
absorption agreed with observations to within 10% of the
total column absorption for both cloudy and cloud-free
conditions. This agreement was a factor of 4 closer than
found in the 1995 CAA papers. The primary improve-
ments were thought to arise from the elimination of
potentially contaminated aircraft data, and inclusion of
more accurate treatments of gas absorption in the radiative
transfer calculations.
[5] The results derived from both ARESE and ARESE II

field experiments, however, are based on low-level overcast
stratus clouds with a very limited number of case studies:
one case during ARESE and two cloud-free and three
cloudy cases during ARESE II. We conclude that it remains
key to investigate the CAA in other types of clouds and
using larger numbers of cases. The present study uses a new
generation of collocated satellite-surface measurements to
derive the atmospheric column absorption and evaluates the
CAA for thick ice clouds, including deep convection cases.
We have collected 5 years of collocated satellite-surface
data and compared these observations with state-of-the-art
radiative transfer model calculations in the tropics and
middle latitudes. For the first time, the statistics of the
absorption of solar energy in the atmosphere in the optically
thick Deep Convective Systems (DCS) have been thoroughly

investigated using both the collocated satellite-surface data
and a state-of-the-art radiative transfer model.
[6] There are several reasons to focus such a study on

DCS. First, new CERES global observations of the anisot-
ropy of broadband solar reflected radiation have shown that
optically thick ice clouds provide the most Lambertian (i.e.,
uniform radiance in angle) targets for conversion of radiance
to flux [Hu et al., 2004]. Therefore the CERES derived
Angular Distribution Models [ADMs, Loeb et al., 2003a,
2003b] show the lowest percentage errors for these scene
types. Unlike the ERBE TOA flux estimates, the new ADMs
can provide radiative fluxes without large biases for extreme
cloud types such as produced by deep convection. The ERBE
ADMs were based on a simple average of radiances taken in
all overcast cloud conditions. The CERES ADMs provide
specific ice cloud anisotropy as a function of optical depth for
both broken and overcast conditions. Only the simpler
overcast conditions are considered here. A second major
advantage of DCS is that for high altitude overcast ice clouds,
water vapor levels are low, and solar absorption has little
dependence on water vapor amounts above, within, or below
the cloud. A third advantage is the use of optically thick
clouds. In the optically thick limit, ice cloud particle habit and
phase function differences are greatly reduced by themultiple
scattering field. Particle habit uncertainty would be much
more important for optically thin ice clouds. Optically thick
overcast clouds also reduce the variability in surface flux
observations at the ARM sites. In the optically thick limit
(e.g., visible optical depths > 80) surface solar radiation tends
to zero, and TOA albedo becomes relatively insensitive to
cloud optical depth. Finally, the use of extensive high ice
cloud systems (overcast 100 km regions) greatly reduces the
ability of 3-D cloud effects to horizontally transport solar
energy out of the region considered for atmospheric column
absorption. The ice clouds used in this study are topped by
large high altitude anvils, or are extensive midlatitude storm
systems with ice cloud dominating at altitudes >5 km.
[7] In this study we will use combined satellite-surface

observations of the atmospheric column to explore two
primary questions:
[8] (1) How well do these collocated satellite-surface

observations agree quantitatively with the radiative trans-
fer model calculations in the optically thick limit for
TOA albedo, surface absorption, and atmospheric column
absorption?
[9] (2) What are the similarities and differences of the

radiation budgets of DCS between the tropics and the
middle latitudes?

2. Data

[10] Satellite and surface shortwave (SW) observations
were collected from March 2000 through December 2004
when the NASATerra satellite (�10:30 am local time) flew
over the ARM TWP sites (Manus: 2.06�S, 147.43�E;
Nauru: 0.52�S, 166.92�E) and SGP site, and from July
2002 to December 2004 for the NASA Aqua satellite
(�1:30 pm local time). Since there are significant spatial
and temporal differences between surface and satellite
observations, such as the small surface field of view
compared to the �20-km satellite field of view, the temporal
and spatial scales should be matched as closely as possible.
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The surface data were averaged over a 2-h interval centered
at the time of the satellite overpass, and the satellite data
were averaged within a 1� � 1� area centered on the ARM
sites. Cess et al. [1996] made a considerable effort to
understand the field-of-view differences between satellite
and surface measurements. They used the averaged flux of a
network of 11 surface pyranometers located within �0.8� �
0.8� region as a reference, then compared the reference with
the 1-min, 20-min, 40-min, and 60-min averages measured
by a single surface station, and obtained the closest agree-
ment using a 60-min average. Note that for ice cloud upper
level winds of 15 m/s, the two hour averaging interval used
in this study is equivalent to a frozen turbulence spatial
scale of 108 km.
[11] Surface inhomogeneity is another important factor to

be investigated. The ARM SGP site has a relatively homo-
geneous geography, its clear-sky SW albedo near the central
facility is �0.17 at local noon [Minnis et al., 1995a]. The
western and eastern sides of the central facility are slightly
drier and wetter, respectively, than the central facility
resulting in 1–2% higher and lower surface albedos than
the central facility. The comparison of surface albedos for
0.3� and 2.5� regions centered on the central facility shows
very good agreement by Minnis et al. [1995a]. As a result,
the surface measured SW albedo at the SGP site is used in
this study. For the TWP sites, it is much more complicated
because the surface upward SW fluxes were measured on
small islands surrounded by ocean. The ARM TWP C2 site
is located at Nauru Island, the Republic of Nauru. The
island is relatively small (a few kilometers) and its effect on
the radiation budget of a 1-degree region can be ignored.
The ARM TWP C1 site at Manus Island is slightly larger
than Nauru Island. The percentage of Manus area relative to
the 1� grid box is 11% averaged over all the Terra and Aqua
overpasses. Thus the averaged surface albedo of the 1� grid
box that affects the TOA albedo is the sum of the ARM-
measured surface albedo weighted by the percentage of
Manus area relative to the 1� box and diffuse ocean albedo
weighted by ocean percentage. The ocean albedo is calcu-
lated using the coupled ocean-atmosphere radiative transfer
model, provided by Drs. Zhonghai Jin and Thomas Char-
lock at NASA Langley, which accounts for atmosphere,
aerosols, waves, wind speed (http://sundog.larc.gov/jin/
rtset.html) [Jin et al., 2004, 2006]. Note that in all cases,
the surface albedo will be insignificant for radiation budget
calculations for t > 20.
[12] The satellite data sets used in this study are the Terra

Edition2B and Aqua Edition1B CERES Single Scanner
Footprint (SSF) products and include the ‘‘Rev1’’ calibra-
tion adjustment to the CERES SW record [Matthews et al.,
2005] to account for optics contamination during the first
few years on orbit. While the adjustment is small (1 to 2%)
it is necessary for the level of accuracy desired in the
present comparison. The CERES SSF product combines
the CERES broadband fluxes with coincident cloud retriev-
als using the Moderate Resolution Imaging Spectroradiom-
eter (MODIS) imager. The CERES instruments on the Terra
and Aqua satellites measure radiances that are converted to
broadband fluxes using ADMs sampled and optimized for
each satellite orbit. Estimated uncertainties in the solar-
reflected (SWtoa

" ) and Earth-emitted (LWtoa
" ) single field-of-

view instantaneous radiative fluxes at TOA are 13 Wm�2

and 4.3 Wm�2, respectively [Chambers et al., 2002; Loeb et
al., 2003a, 2003b] for all-sky conditions and somewhat less
for clear-sky cases. CERES also developed a set of algo-
rithms to derive cloud phase, effective cloud height (He) and
temperature (Te), water-droplet effective radius (re) or ice-
crystal effective diameter (De), optical depth (t), and liquid
water path (LWP) or ice water path (IWP) for each imager
pixel (1 km resolution, sampled every 2 km) if it has
been classified as cloudy by the CERES cloud mask
[Minnis et al., 1995b, 2004]. The effective particle sizes
are retrieved based on the reflectance at 3.8-mm. For clouds
above 500 hPa, the primary technique for determining He is
to first estimate Te from the infrared (IR, 10.8 mm) radiance,
and then determine He as the lowest altitude having Te in a
vertical profile of atmospheric temperature from the rean-
alyses provided by the Global Modeling Assimilation
Office GEOS 4.03 [Bloom et al., 2005]. These cloud
properties are hereafter referred to as CERES-MODIS cloud
properties.
[13] The surface data set (5-min resolution) is either

collected directly or derived from surface measurements.
The surface up- and down-looking standard Eppley Preci-
sion Spectral Pyranometers (PSPs) provide measurements
of downwelling (SWsfc

# ) and upwelling (SWsfc
" ) broadband

SW (0.3 to 3 mm) fluxes at the surface. The SW fluxes are
the Best Estimate Flux Value Added Products (VAP) of the
ARM program, and their uncertainties are �10 Wm�2 [Shi
and Long, 2002]. Cloud top height (Htop) is derived from
cloud radar reflectivity profiles with an uncertainty of 90 m.
Cloud base height (Hbase) is derived from a composite of
Belfort laser ceilometer, micropluse lidar, and cloud radar
data [Clothiaux et al., 2000]. The cloud LWP is derived
from the microwave radiometer brightness temperatures
measured at 23.8 and 31.4 GHz using a statistical retrieval
method [Liljegren et al., 2001].

3. Radiation Budgets at the TWP and SGP Sites

[14] Four kinds of SW fluxes are used to study the DCS
radiation budgets; they are downwelling (SWsfc

# ) and up-
welling (SWsfc

" ) broadband SW fluxes at the surface, and
downwelling (SWtoa

# ) and upwelling (SWtoa
" ) broadband SW

fluxes at TOA, respectively. The SWtoa
# is calculated by

SW #
toa ¼ 1365*m0= d=dmð Þ2; ð1Þ

where 1365 Wm�2 is the Total Solar Irradiance at the
annual average Sun-Earth distance, m0 is the cosine of solar
zenith angle, and the d and dm are the actual and mean Sun-
Earth distances, respectively. The ratio of d to dm never
departs from unity by more than 3.5%, and ranges from
0.9668 (closest to the Sun) to 1.0337 (farthest from the
Sun). The TOA albedo (Rtoa), Earth-atmosphere system
absorption (Asys), surface absorption (Asfc), and atmospheric
column absorption (Acol) can be calculated, respectively, as

Rtoa ¼SW "
toa=SW

#
toa;

Asys ¼ 1� Rtoa;

Asfc ¼ SW
#
sfc � SW

"
sfc

� �
=SW #

toa;

Acol ¼ Asys � Asfc: ð2Þ
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